ADDENDA

Abstract

Intelligent processing of multidisciplinary
information for adaptive predictions
in the context of globalisation

I have been working on adaptive forecasting models for more than a
decade. Some years ago, I came to consider writing a book on this subject,
as a kind of niche task on predictions, not very broad in scope, such as the
Scott Armstrong's famous handbook, the Principles of forecasting. During the
last two years, I had the opportunity to make this aspiration come true in
the framework of a Romanian Academy project. Here, it was a great
satisfaction to collaborate and work in multidisciplinary domains with
academicians Paul Dan Cristea and Emilian Dobrescu. I was honored to
participate in the Post-doctoral School that was kindly and efficiently
coordinated by academician Eugen Simion, the President of the Scientific
Council, and professor Valeriu Ioan Franc, the Project Manager. It actually
turned out to be a lengthy list of collaborators, from which I wish to
especially mention Dr. Simon Stringer, Senior Research Fellow at the Uni-
versity of Oxford, UK, and four professors from Finland: Barbro Back and
Christer Carlsson, both at the Abo Akademi, Reima Suomi of the Universi-
ty of Turku, and, last but not least, Mikael Collan, who is now with the
Lappeenranta University of Technology.

The main idea of this book underlines the importance of adequate
training in data forecasting. An intelligent adaptive model based on the
retraining procedure is used for prediction of non-stationary sequences.
This adaptive technique, applied on Artificial Neural Networks, was firstly
proposed in 2004 as an enhancement of the forecasting method developed
for the EUNITE Competition 2003 (European Network of Excellence on
Intelligent Technologies for Smart Adaptive Systems). Then, it was used in
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various kinds of predictions that concern a wide range of data, from indus-
trial to financial applications, including Nucleotide Genomic Signals for
special forecasting which uses spatial sequences instead of time series. New
features have been added to the general model in the last two years.
Educational, philosophical, theoretical and practical issues are presented in
this book. In some aspects, this intelligent model could be viewed as a child
that always learns, and acquires new knowledge, by becoming, step by
step, more experienced in a permanently changing environment. The quali-
ty of the provided data, together with an adequate setting of the model
parameters, could provide a permanent improvement of the successive
predictions. It seems to be, in a way, a matter of education. The model
cannot be properly implemented without the expertise of the experienced
specialists that effectively work on the specific field from where the data
come.

The book is divided in three main parts. The first (which contains
three chapters) treats a cultural context concerning my research activity in
two university centers from Northern Europe. This experience had a great
impact over the model development. The second part is concentrated on a
philosophical approach regarding data predictions. All four chapters
included here are linked to a major question: how can we better see the
issues of forecasting? There is still a debate between short and long term
forecasting. The last one is usually affected by some influences that cannot
always be taken into consideration. An important observation is that the
involvement of a large knowledge base and a solid education could be cru-
cial for adequate short term anticipation of different phenomena.

The last part of the book is more technically orientated. Detailed and
intuitive explanations are presented for each component of the predictive
model. The novelty introduced by this model concerns an aspect of an ori-
ginal retraining procedure, which allows a fast recalibration of an artificial
neural network core for the newest acquired data in a nonstationary
environment. Esentially, the predictions depend on the history of many
related and relevant inputs, alongside another history of the forecasted da-
ta in a recurrent way. The involved retraining algorithm is well suited in
forecasting applications, where there is a huge amount of data. Fortunately,
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this large number of inputs can be drastically reduced by employing an in-
termediate step that consists of a Principal Component Analysis processing
block. A series of aspects that are derived from both remembering and
forgetting processes, are described here. The last chapter of this part deals
with a series of relevant applications from bioinformatics, environmental
pollution preventing, electric load forecasting and financial fields. The
succession of these examples is not arbitrary and it was chosen in order to
gradually understand the relevant aspects of the model. Further extensions
for other applications are also suggested here, since the model is still open
for future improvements.

As a last thought, I hope that the present book is appropriate for
those students and specialists who are interested not only in practical
applications, but also in pursuing research in the wide area of data
forecasting.
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